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ABSTRACT
GiveALink is a public site where users donate their bookmarks to
the Web community. Bookmarks are analyzed to build a new gen-
eration of Web mining techniques and new ways to search, rec-
ommend, surf, personalize and visualize the Web. We present a
semantic similarity measure for URLs that takes advantage both of
the hierarchical structure of the bookmark files of individual users,
and of collaborative filtering across users. We analyze the social
bookmark network induced by the similarity measure. A search
and recommendation system is built from a number of ranking al-
gorithms based on prestige, generality, and novelty measures ex-
tracted from the similarity data.

Keywords
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1. INTRODUCTION
The GiveALink project is an attempt to explore alternatives to

centralized search algorithms. Traditional search engines today
crawl the Web in order to populate their database. When a user
submits a query, results are generated and ranked using text similar-
ity measures, the hyperlink structure of the Web, and click-through
data from the company’s servers.

GiveALink distributes the process of collecting data and deter-
mining similarity relations among all of its users. We use bookmark
files as a convenient existing source of knowledge about what Web
pages are important to people, and about the semantic structure in
which they are organized. All of the URLs in our database originate
from bookmark files donated by users. We further determine simi-
larity relationships and relevance to queries by mining the structure
and the attribute information contained in these files. Thus we pro-
pose a notion of similarity that is very different from the ones used
by Google, Yahoo and MSN. Our measure of similarity is not based
on the content of the pages in our database and not even on the Web
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link graph. Instead, it is an aggregate of the independent notions of
semantic similarity contributed by different bookmark file owners.

There are several other Web sites that collect bookmarks
and provide services such as sharing, tagging, and full-text
search. These includeDel.icio.us , Simpy , Furl , Spurl ,
Backflip , CiteULike , andConnotea and are reviewed by
Hammond et al. [6]. GiveALink is different in that we actively
exploit both collaborative filtering and the hierarchical structure
of bookmark files, where present. We develop novel Web mining
techniques and applications that are not already available else-
where. Furthermore, GiveALink is a non-commercial research
project and both our data and algorithms are openly available to
the Web community.

2. BACKGROUND
The GiveALink system collects donated bookmark files and ap-

plies collaborative filtering techniques to them to estimate the se-
mantic similarity between the bookmarked URLs. This section in-
troduces definitions and some previous work related to collabora-
tive filtering and semantic similarity. It also discusses briefly the
type of information contained in bookmark files.

2.1 Collaborative Filtering
Collaborative filtering, also referred to as social information fil-

tering, identifies and exploits common patterns in the preferences
of users. Traditionally, it has been used to identify communities
and build recommendation systems based on like users opinions.
Examples include Ringo [16] for personalized music recommen-
dations and GroupLens [12] for filtering streams of net news, as
well as e-commerce sites such as Amazon.com [17] that make per-
sonalized product recommendations. These systems are predicated
on the assumption that individuals who have shared tastes in the
past will continue to share tastes in the future.

Collaborative filtering techniques are also used for inferring
global structures in information domains. A prominent example
is Page-Rank [3], a global measure of citation importance for
URLs. To a first-degree approximation, PageRank assumes that
the number of citations or inlinks to a Web page is a testimony for
its importance and quality. Of course, the hyperlink structure of
the Web has been created by individual users adding links from
their pages to other pages. Thus the count of citations to a Web
page is in essence a collaborative filtering measure.

Despite their success and popularity, collaborative filtering tech-
niques suffer from some well-known limitations [15]. One is the
sparsity of user profiles: the number of items contained in one user



profile is negligible compared to the entire dataset (the Web in our
case). Thus the information contributed by one user is small and it
is hard to infer communities because there is little overlap between
profiles. Another critical limitation is the complexity of collabo-
rative filtering algorithms. The latency associated with processing
large data sets requires that similarity information is pre-computed
offline. When a user submits a new profile, the data is not integrated
into the system until the next time the database is rebuilt. The user
profile is not updated until then either. Finally, collaborative fil-
tering systems cannot generate predictions about new items. Since
similarity is estimated based on existing user profiles, the system
cannot generate recommendations for URLs that the users are not
already familiar with. Many of these limitations also apply to the
system described here.

2.2 Semantic Similarity
Semantic similarity between Web sites is a term used to describe

the degree of relatedness between the meanings of the Web sites,
as it is perceived by human subjects. Measures of semantic simi-
larity based on taxonomies (trees) are well studied [5, 8]. Recently
Maguitman et al. [9] have extended Lin’s [8] information-theoretic
measure to infer similarity from the structure of general ontologies,
both hierarchical and non-hierarchical. The ODP1 — a human-
edited directory of the Web that classifies millions of pages into a
topical ontology — can be used as a source of semantic similarity
information between pairs of Web sites.

Search engine designers and researchers have made numerous at-
tempts to automate the calculation of semantic similarity between
Web pages through measures based on observable features, like
content and hyperlinks. Studies conducted by Menczer and col-
leagues [9, 11] report, quite surprisingly, that measures relying
heavily on content similarity (e.g. common words) are very poor
predictors of semantic similarity. On the other hand, measures that
only take into consideration link similarity (common forward and
backward edges), or scale content similarity by link similarity, es-
timate semantic similarity with greater accuracy. Incidentally, nei-
ther content nor link similarity alone is a good approximation of
semantic similarity, and they are also not strongly correlated with
each other.

Thus the question of how to automate the semantic similarity
measure for arbitrary pages remains open. Here we propose another
measure that is based on combining the semantic similarity notions
of a community of users through collaborative filtering techniques,
and compare it with previously studied measures based on content,
links, and the ODP.

2.3 Mining Bookmarks
An issue that we need to consider before looking at the GiveALink

system is the type of information we can expect to find in bookmark
files. Bookmarks are a convenient source of knowledge about the
interests of Internet users. On one hand, they are human-edited
taxonomies and we have well-established techniques for extracting
semantic similarity information from them. Additionally, they are
designed to be easily transferable between browsers and computers
and that makes it easy for users to access them and upload them
to our Web site. We have considered using other sources of infor-
mation, like browsing history files, which arguably contain more
data. They present some technical and privacy challenges and may
be considered at a later time.

Bookmark files contain a mix of explicit and implicit knowl-
edge. The following attributes are explicit in the bookmark file:
(1) URLs, (2) titles, (3) the hierarchical structure of the file, and
1Open Directory Project, dmoz.org

(4) the browser and platform. Additionally, some browsers provide
the time when bookmarks are added and last accessed, as well as
personalized title and description that users can edit themselves.

We also exploit some of the implicit knowledge contained in
bookmarks by taking into consideration the way people generally
use these files. McKenzie et al. [10] report that people main-
tain large, and possibly overwhelming, bookmark collections. The
bookmarked URLs are usually highly revisited, but they are seldom
deleted and often some of the bookmarks are stale links. Addition-
ally, Abrams et al. [1] suggest that people use bookmarks for differ-
ent and sometimes unrelated reasons: some users bookmark URLs
for fast access; other users bookmark URLs with long names that
they cannot remember; yet others use bookmarks as a way to share
their informational space with the community. Thus it is important
to not make strong assumptions about the way the bookmark files
were built when mining information from them.

3. THE GIVEALINK SYSTEM
This section presents the architecture of the GiveALink donation

system and database. It also describes how we mine the collected
bookmark files to build a URL-to-URL matrix containing semantic
similarity values.

3.1 System Architecture
Users can donate their bookmarks anonymously or as registered

users at givealink.org. To protect the database from bots that
pollute it with a large quantity of engineered bookmark files, we
require users to pass a CAPTCHA test [18] when donating anony-
mously. In addition, we prevent multiple submissions of identical
files (like default bookmark files) by checking the MD5 signature
of every donated file.

When users register, they have to provide a valid email address.
We query the host to make sure that the email address is valid, and
then issue the user an activation code. To activate the account, the
user has to send an email to a special email address and include
their activation code in the subject of the email. We use relay infor-
mation from the email to verify that the email is coming from the
correct source. This registration process is proposed by Jakobsson
and Menczer [7] as an alternative to the double-opt in protocol to
avoid email cluster bomb DDoS attacks.

When users donate bookmarks at givealink.org, we use
their user agents to determine which browser and platform they
are using in order to parse the file correctly. Our set of parsers
supports Internet Explorer, Netscape, Mozilla, Firefox, Safari, and
Opera. The file formats are as follows: Netscape stores bookmarks
as HTML, Safari uses XML, and Opera keeps a simple ASCII list
of bookmarks with their corresponding folders preceding them. In-
ternet Explorer (IE) requires the user to export their bookmarks to
the Netscape format because IE stores bookmarks in folders with
one URL per file. Furthermore, Mozilla and Firefox both use the
Netscape method of storing the bookmarks.

The back-end of the system is anchored by a MySQL database
server. The data stored in the database includes users, browser
and platform data, the directory structure of the bookmark files,
the URLs themselves, as well as some personalized information
about the URLs like descriptions that users entered, the time the
bookmark was created and last accessed.

3.2 Bookmark Similarity
The URLs in a bookmark file are organized in directories and

subdirectories and thus have an underlying tree structure. We view
the bookmarks submitted by one user as a tree rooted at her user-
name. Then we combine all of the user trees into a single tree by
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Figure 1: (a) An example tree containing the combined book-
mark collection of two users, Homer and Bart. (b) The tree has
been modified: each unclassified URL (i.e. each URL located
in the user’s root directory) has been given its own folder.

introducing a new root (super user) which is the parent of all user
nodes. Figure 1(a) shows an example scenario in which only two
users donated their bookmarks. Homer’s bookmark collection con-
tains givealink.org and also a folder called Beer that contains
three URLs. Bart’s collection is a flat file with three URLs. In our
system, these URLs are stored as a single tree where the root is a
parent of directories Homer and Bart, which are in turn the parents
of the respective user’s bookmarks.

To exploit the hierarchical structure of bookmark files, we use
Lin’s measure [8] to calculate similarity between the URLs in a
user u’s tree. Let URL x be in folder F u

x , URL y be in folder
F u

y , and the lowest common ancestor of x and y be folder F u
a(x,y).

Also, let the size of any folder F , |F | be the number of URLs in
that folder and all of its subfolders. The size of the root folder is
|U |. Then the similarity between x and y according to user u is:

su(x, y) =
2 × log

“ |F u
a(x,y)|
|U|

”
log

|F u
x |

|U| + log
|F u

y |
|U|

. (1)

This function produces similarity values between 0 and 1. For ex-
ample, if two URLs appear in the same folder, then their similarity
is 1 because Fx = Fy = Fa(x,y). Also, all other things being equal,
the similarity between x and y is higher when Fy is a subfolder of
Fx, than when Fx and Fy are siblings.

A downfall of this approach is that many Web users do not or-
ganize their bookmarks in folders and subfolders and instead keep
a flat list with their favorite links. In this case, according to Lin’s
measure, all of the links are in the same folder, so they must have
similarity 1 to each other, but in reality we cannot conclude strong
semantic similarity between URLs listed in such unorganized files.
Therefore if a user decided to leave some URLs in their root direc-

Table 1: Protocols of bookmarks.
Protocol Donations %
http 19679 97.2 %
https 246 1.2 %
feed 123 1 %
file 97 < 1 %
ftp 53 < 1 %
javascript 33 < 1 %
gopher 1 < 1 %
other 13 < 1 %

tory, we think of each URL as if it were in its own folder. Figure
1(b) depicts how we modify the tree from Figure 1(a) before cal-
culating semantic similarity. In the modified structure, URLs listed
at the root have similarity slightly higher than 0 (as opposed to 1 in
the original structure).

According to Equation 1, two URLs donated by different users
have su = 0 because the least common ancestor is the root (su-
per user). Thus Lin’s measure is only appropriate for calculating
the similarity of URL pairs according to a single user. To calcu-
late the global similarity between URLs x and y, we average the
similarities reported by each user:

s(x, y) =
1

N

NX
u=1

su(x, y). (2)

If a user has both URLs x and y, then he reports su(x, y) according
to Equation 1, otherwise he reports su(x, y) = 0. If a user has URL
x in multiple locations, we calculate su(x, y) for all locations of x
and report the highest value. The final similarity matrix represents
a weighted undirected graph where the nodes are URLs and the
weight of an edge is the similarity of the two connected URLs.

4. SIMILARITY NETWORK ANALYSIS
As of June 5, 2005, GiveALink has 113 users who have donated

a total of 22,065 unique URLs. Based on this initial small number
of donors, there is relatively little overlap of bookmarked URLs
between different users. As a result the similarity matrix is very
sparse. The protocols of the donated URLs are shown in Table 1.

Figure 2 shows the topology of the graph. The well defined clus-
ters suggest that our semantic similarity measure is able to identify
communities of Web pages that share a topic. One of the clusters,
News & Computers, is particularly interesting because it reflects
the interests of our early donors who are mostly Computer Science
graduate students at Indiana University. It contains pages like the
graduate students announcement board, the departmental site, and
profiles from thefacebook.com.

To visually analyze the structure of the network we use LaNet-
vi,2 a layout algorithm based on k-core decomposition [2]. Like
other visualization tools, LaNet-vi assumes an unweighted network
and thus we must first use a threshold on the weights (similari-
ties) to select edges. However, as shown in Figure 3, the similarity
is distributed broadly, over three orders of magnitudes. This sug-
gests that any threshold value on the similarity weights will lead to
a loss of important structural information. Figure 3 also suggests
that s ≈ 0.03 is the critical region in which the weight distribution
transitions into a power-law tail, and therefore this is the critical
region where we expect to find interesting threshold values for the
similarity. Therefore we visualize in Figure 4 three versions of the

2xavier.informatics.indiana.edu/lanet-vi/



Figure 2: Graph topology generated using Pajek. Nodes dis-
played are those with at least two edges and edges with s < 0.04
have been removed. Labels are added by hand to reflect cluster
content.
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Figure 3: Distribution of the GiveALink link weights, i.e., the
similarities s > 0 among all the pairs or URLs.

network corresponding to thresholds in this critical region. For high
threshold values (s > 0.04) we can identify different clusters cor-
responding to those in Figure 2. As we consider more edges, this
cluster structure is gradually lost as we gain more information on
the topology. For s > 0.02 the network becomes very hierarchical
and layered; the number of cores reaches 90. We also note that the
degree of nodes appears to be strongly correlated with their central-
ity; intuitively general pages are similar to more pages than specific
ones. Due to the sparsity of the similarity matrix and the distribu-
tion of s (cf. Figure 3), the majority of nodes appear isolated at
these threshold values and are not displayed; we see at most 419 of
the 22,065 URLs (s > 0.02).

Another way to analyze the GiveALink similarity network is to
compare it with other ways to estimate semantic similarity between
the bookmarked Web pages. In prior work [11, 9] we have com-
pared similarity measures obtained from content (text) and hyper-

Table 2: Spearman correlation coefficients between different
similarity measures. All differences are statistically significant.

Link GiveALink Semantic
Content 0.055 0.045 0.138

Link 0.026 0.040
GiveALink 0.082

link similarity, and a semantic similarity measure obtained from the
ODP. As mentioned in § 2, the correlations between these measures
across all pairs of pages in the ODP are quite low. To compare
the GiveALink similarity, we focus on the intersection between
GiveALink and the ODP, i.e., we retain the 1,496 bookmarked
pages that are also in the ODP. This yields the correlations shown in
Table 2. Since the semantic similarity is based on the golden stan-
dard of manual classification and validated by user assessments [9],
we can use it as a reference. From this perspective, looking at the
third column in Table 2, we find that GiveAlink is a worse predic-
tor than text similarity, but a better predictor than link similarity.
However all correlations are very low, suggesting that the collabo-
rative filtering relationship in the GiveALink similarity yields yet a
different kind of information than the other measures.

Figure 5 reinforces this view, showing that the topologies of the
four similarity networks are qualitatively different. The content-
based network is more regular, with correlated degree and central-
ity. The link-based and semantic networks are less regular and cor-
related. The GiveALink network has intermediate regularity and
correlation between degree and centrality, but is very layered with
92 cores. Again we conclude that the different similarities provide
us with different information about relationships among pages.

5. APPLICATIONS

5.1 Search
The pivotal application of the GiveALink project is a search sys-

tem that allows users to explore the bookmark collection. Figure 6
shows its interface and the results from a simple query. When the
user provides a query URL, the system looks for other URLs that
have high bookmark similarity to the query, according to our sim-
ilarity matrix s. Search results can be ranked according to a com-
bination of four different measures: bookmark similarity and three
additional ranking measures described below. If the user picks sev-
eral ranking measures, then results are ranked by the product of
their values. If the user does not pick any ranking measure, results
are ranked by bookmark similarity to the query.

The GiveALink database is currently quite small and it is often
the case that it will not contain the query URL provided by the
user. If we do not have the query URL, it is impossible to estimate
similarity between it and other URLs in the collection based on our
similarity measures. In this case we resort to help from a search en-
gine: we submit the query URL to, say, the Google API and search
for similar sites. From the top ten results that Google returns, we
pick those that are in our database and expand the resulting set with
additional sites from our database similar to them. Finally, we rank
the results in the same way as before, using a combination of sim-
ilarity and ranking measures. Note that we only return URLs that
are in our database, and therefore the similarity and ranking values
are known for all of them. The additional URLs from our database
carry similarity and ranking values with respect to the Google result
that generated them.



s > 0.04 s > 0.03 s > 0.02

Figure 4: Visualizations of the GiveALink similarity network with different thresholds on edge weights. The LaNet-vi tool uses the
size of a node to represent its degree (left legend) and colors to represent cores (right legend). Higher-numbered cores are the more
internal components of the networks.

Content Similarity Link Similarity

Semantic Similarity GiveALink Similarity

Figure 5: Visualizations of four similarity networks using the 1,496 pages that appear in both GiveALink and the ODP. For each
similarity, a threshold is chosen to maximize the size of the network that can be visualized with the public LaNet-vi tool.



Figure 6: Screen shot of the GiveALink search system.

Instead of providing a query URL, users also have the option
of typing in keywords. The interface of this system mimics the
familiar interface of search engines. The query is submitted to a
search engine API and the top ten results are processed in the way
described above. As our bookmark collection grows, our goal is to
make this system independent of external search engines. We plan
to match the query keywords against the descriptions and titles that
users enter for the URLs in their bookmark files. It would also be
possible to crawl and index the donated URLs, although at present
this is not a research direction we are pursuing.

The similarity matrix described above provides one way of rank-
ing search results: according to bookmark similarity s to the query
URL. We also derive three other ranking measures that we refer
to as generality, prestige, and novelty. They provide more ways
to rank query results by taking into account aspects of the global
associative semantics of the bookmark network. Generality and
prestige provide total orders for the URLs in our collection that are
independent of the user query. Novelty combines bookmark simi-
larity of search results to the user query with an aspect of the global
network, namely semi-metric distances.

5.1.1 Prestige
Prestige is a recursive measure inspired by Google’s PageRank[3]

— the prestige of a URL is tied to the prestige of its neighbors
in the similarity graph. The difference between our prestige and
PageRank is that PageRank is computed on a directed, unweighted
graph where edges represent hyperlinks. Prestige is computed on
an undirected, weighted graph in which the weights of edges rep-
resent social similarity s as defined in our similarity matrix. The
iterative process is defined as follows: at time step t = 1, we give
all of the URLs prestige values equal to 1. For each consecutive

step, the prestige of node i at time t + 1 is

Pi(t + 1) = (1 − α) + α ×
X

j

s(i, j) × Pj(t)P
k s(j, k)

. (3)

The computation continues until the prestige values converge. We
use α = 0.85.

5.1.2 Generality
Generality is the term selected to describe to our non-technical

users the centrality of a URL node in the similarity matrix. The
centrality of a URL is the average of the shortest-path similarities
smax between this node and every other node. A URL with high
centrality is one that is very similar to all other URLs in our collec-
tion.

Calculating centrality requires the computation of the similarity
between all pairs of nodes according to all of the paths between
them. There are many ways in which this can be done. One pos-
sible approach is to compute the similarity on a given path as the
product of the similarity values along all edges in the path. For ex-
ample, if URLs x and y are connected by a path x � y that goes
through z, where s(x, z) = 0.5 and s(z, y) = 0.4, then the similar-
ity between x and y on that path is s(x � y) = 0.5 × 0.4 = 0.2.
Although this approach is rather intuitive, it is too aggressive for
computing similarities [14].

In our system, we convert similarity values to distances, then we
compute shortest-path distances using Floyd-Warshall’s algorithm
[4], and finally we convert these values back into shortest-path sim-
ilarity values. To convert between similarity and distance values,
we use the following formula:

dist(x, y) =
1

s(x, y)
− 1. (4)

Note that when similarity is equal to 1, distance is equal to 0, and
when similarity is equal to 0, distance is infinity. Thus the closer
two URLs are, the higher their similarity is. The distance along a
given path is the sum of the distances along all edges in the path.
The shortest-path similarity between two pages is thus defined as

smax(x, y) =

2
41 + min

x�y

X
(u,v)∈x�y

„
1

s(u, v)
− 1

«3
5

−1

. (5)

5.1.3 Novelty
A natural observation to make, once we have computed the all-

pairs shortest-path similarities, is that for some pairs of URLs the
indirect shortest-path similarity smax is higher than the direct edge
similarity s. There are pairs of URLs, x and y, where s(x, y) is rel-
atively low, but if both x and y are very similar to a third URL
z, then their shortest-path similarity smax(x, y) could be much
higher. This phenomenon, known as semi-metric behavior [13],
is very valuable for a recommendation system because it reveals
similarity that is implied by the global associative semantics but
has not yet been discovered by individual bookmark users. If used
in addition to a direct similarity measure, it empowers the recom-
mendation system to not only generate recommendations that are
natural and obvious, but also ones that are unexpected and could
inspire users to broaden and deepen their interests.

We attempt to exploit semi-metric behaviors by a novelty mea-
sure defined as

novelty(x, y) =

(
smax(x,y)

s(x,y)
if s(x, y) > 0

smax(x,y)
smin

if s(x, y) = 0
(6)



where smin is the smallest non-zero similarity value,
smin = mins(x′,y′)>0 s(x′, y′). This measure is similar to one
of the semi-metric ratios introduced by Rocha [13]. For purposes
of recommendation we are only interested in pairs of URLs where
novelty(x, y) > 1, i.e. the indirect similarity is higher than the di-
rect similarity. As the gap grows, the novelty value grows as well.

We call this measure novelty because, when a user submits query
x and our search engine returns answer y, where s(x, y) is low but
smax(x, y) is high, then y is a valid recommendation and is novel
with respect to the measured associations of any one user. Indeed,
the indirect associations captured by the novelty ratio are a global
property of the network and cannot be locally measured from direct
association levels [13]. If the user chooses to rank search results by
novelty (or some combination of measures that include novelty),
then the recommendations that are non-trivial and unexpected will
be ranked higher.

5.2 Recommendation
A natural extension of ranking search results by novelty is a rec-

ommendation system that is roughly equivalent to searching by
novelty. In the standard search system, results are generated by
mining the database for URLs that have high bookmark similarity
to the user query. Thus the standard search system is essentially
“search by similarity.” On the other hand, in the recommenda-
tion system, the results are URLs that have high novelty to the user
query. Results are generated from different sets of URLs in the two
applications. The search system considers all URLs in the database
and picks the ones most similar to the query. The recommendation
system only considers the URLs that have higher shortest-path sim-
ilarity than direct similarity to the query, and picks the ones with
highest novelty.

The two types of systems, search and recommendation, address
different information needs. The search system provides additional
information that is highly relevant to the user query; if the user
provides a URL as the query term, the search results will perhaps
expand on the knowledge already contained in the query URL. The
recommendation system, on the other hand, provides different in-
formation that relates to the query in a non-trivial way. Rather than
presenting similar information, recommendation results will pro-
vide pages that address the same questions from a different per-
spective: a different domain of knowledge, perhaps a different time
period or geographical location. Thus the recommendation system
could inspire collaboration between groups of users who do not yet
realize they have similar interests.

5.3 Case Study
In Table 3 we illustrate the different ranking measures using the

results of searching for apple.com. For comparison, we also
present the pages that Google deems “similar,” by submitting a
related:apple.com query to Google. Google does not dis-
close how similar pages are identified3 but it is safe to assume that
a combination of text and link analysis is employed. As with the
clustering seen in 2, these results are highly influenced by the in-
terests of the system’s early users as exemplified by the appearance
of the IU computer science graduate student Web-board in the top
ten results of prestige.

The results are quite exciting with regard to the obvious differ-
ences between rankings. Whereas nine of the ten results Google
provides are corporate homepages, our Similarity ranking clearly
values sites of practical interest to Mac users. Novelty appears
to work as intended, revealing potentially relevant sites not listed
among the other rankings.
3www.google.com/help/features.html#related

6. CONCLUSIONS
In summary, we presented GiveALink, a public site where users

donate their bookmarks to the Web community. The proposed sim-
ilarity measure for URLs takes advantage of both the hierarchical
structure of bookmark files and collaborative filtering across users.
The social bookmark network induced by the similarity measure
seems to display meaningful clusters but is qualitatively different,
and weakly correlated with, other Web page networks built from
similarity measures extracted from content, links, and classifica-
tion ontologies. We also introduced a search and recommendation
system with prestige, generality, and novelty ranking measures ex-
tracted from the similarity data.

An obvious advantage of our system when compared to tradi-
tional search engines is that we can calculate similarity and make
guesses about the topic of a page without having to crawl it. Tradi-
tional search engines use text analysis tools (like cosine similarity)
to estimate the relevance of a URL with respect to the user query.
Our similarity measure, however, does not depend on the content
of the page at all and we can recommend movie feeds, javascripts,
URLs containing images only, files in various formats, and so on
without having the means to access their contents.

Regarding coverage, we note that not all the URLs in our collec-
tion are known to Google. For example Google crawled relatively
few of the HTTPS pages that people donated as bookmarks; this
might be due to Robot Exclusion policies. In addition, we sus-
pect that some users bookmark pages that are not linked from other
pages on the Web and thus are invisible to search engine crawlers.

Coverage is also the main current challenge for GiveALink. The
sparsity of the bookmark similarity network is due to a small num-
ber of donors. We will attempt to achieve critical mass by removing
barriers and creating incentives for users to donate bookmarks. For
example, users must be convinced that their privacy will be hon-
ored by the system, and their use of GiveALink can be facilitated
by Web services for search and recommendation.

Having looked at item-to-item (bookmark-to-bookmark) collab-
orative filtering using bookmark files, an obvious next step is person-
to-person collaborative filtering. To this end there are two applica-
tions on which we plan to focus our future efforts:

Profile Based Recommendations This system will recommend
sites based on the bookmarks that a particular user has sub-
mitted. Such recommendations are offered without a query
being specified by the user. The process is such that users
are clustered, and the most common or interesting URLs not
found in a particular user’s collection, but found among re-
lated users collections, are offered as recommendations.

Personalized Search Personalized search, like user profile recom-
mendations, will be based on bookmarks submitted by an in-
dividual and the clustering of like individuals. Unlike user
profile recommendations, the results are query-dependent.
The results are a subset of “regular” search results that are
relevant to the specific cluster of users to which the current
user belongs. Users might also have multiple profiles based
on subsets of their bookmark collection.

We make all of our non-personal data freely available to the Web
research community and general Internet users in the hope that it
will foster the development of many novel Web mining techniques.
Our similarity matrix, as well as generality and prestige scores
for all bookmarks in our collection, can be downloaded from the
project Web site at www.givealink.org.



Table 3: Recommendations for apple.com.
Similarity Novelty Prestige*Similarity Generality*Similarity Google (related:apple.com)

Apple–Store Shockwave.com CNN Apple–Support Apple
Apple–Support CNET Apple–Support Apple–Store Microsoft

Apple–SW Updates Warehouse.com/Apple Apple–Store MSN Adobe
Mactopia Inside Mac Games Google News Mactopia Sun

Office for Mac MacWindows MSN Office for Mac Macromedia
Apple Livepage Apple–Product Guide BBC News Apple–SW Updates HP

MSN MozillaZine Mapquest Apple–Products IBM
Apple–Products MacToday Apple–Quicktime Apple–Hot News Dell
Apple–Hot News MacGamer IU CS Webboard Apple Livepage Apple–MacOS X
Apple–MacOS X MacGaming Mactopia Apple–MacOS X Netscape
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