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Abstract.  We introduce a tool which is an application of personalized page-
rank vectors such as personalized search engines. We use pre-computed page-
rank vectors to rank the search results in favor of user preferences. We describe 
the design and architecture of our tool. By using pre-computed personalized 
pagerank vectors we generate search results biased to user preferences such as 
top-level domain and regional preferences. We conduct a user study to evaluate 
search results of three different ranking methods such as similarity-based rank-
ing, plain PageRank and weighted (personalized) PageRank ranking methods. 
We discuss the results of our user study and evaluate the benefits our personal-
ized PageRank vectors in personalized search engines.  

1   Introduction 

The Web is a highly distributed and heterogeneous information environment. The 
immense number of documents on the Web produces various challenges for search 
engines. Storage space, crawling speed, computational speed and retrieval of most 
relevant documents are some examples of these challenges. Intuitively, given a query, 
most relevant documents can be considered as the most authoritative documents that 
match with that query. Recent information retrieval techniques, such as PageRank 
[1],[2] and HITS [3], puts together the traditional similarity matching retrieval method 
with a notion of popularity of links, based on the hypertext structure of the Web.  

PageRank algorithm provides a global ranking of the web pages based on their im-
portance ([1],[4],[15]). For instance, a link from a web page “A” to another web page 
“B” can be considered as if page “A” is voting for the importance of page “B”. So, as 
the number of in-links of page “B” gets increased, its importance gets increased as 
well. PageRank also considers the importance of in-links. Not only the number of in-



links but also the importance of these in-links decides PageRank of a page. In this 
scenario, global ranking of the pages is based on the web’s graph structure. Search 
engines, such as Google[8], utilizes the link structure of the Web to calculate PageR-
ank values of the pages. Then, these values are used to re-rank search results to im-
prove precision. There are comprehensive surveys published in explaining the issues 
related with PageRank in [5][6][7]. 

The importance of web pages for different users can be better determined, if the 
PageRank algorithm takes into consideration user preferences. Personalized PageRank 
approach was first introduced in [4] and studied by others [10][11] as query-
dependent ranking mechanism. However, the use and benefits of personalized PageR-
ank vectors have not been studied and explored enough in personalized web search 
applications. 

In this paper, we introduce a personalized search engine that utilizes personalized 
PageRank vectors. We study PageRank ranking method focusing particularly on per-
sonalized PageRank vectors. We define the notion of relevancy of documents as a 
subjective metric which depends heavily on user satisfaction. We emphasize that pref-
erences should play an important role in calculating the PageRank values. We imple-
ment a personalized search engine as an application of personalized PageRank vec-
tors. We calculate PageRank vectors offline prior to search by taking into considera-
tion of the personal preferences of the users.  Our aim is to further improve the preci-
sion at low recall. We describe the design and architecture of our application in de-
tails. We also explore the improvement we gain in precision by using personalized 
PageRank vectors. In the next section we talk about motivations that led us to do this 
research. 

1.1. Motivations 

PageRank algorithm provides an objective view of the web when deciding the 
global importance of web pages. However, such objectivity brings various problems.  
In some domains, highly ranked and authoritative web pages might be distributed into 
various regions, such as Europe, America and Asia. Plain PageRank algorithm [1][4] 
does not take into consideration the regional choices of users. So, the search results 
might also include sites from regions that a user might have the least interest. How-
ever, a user would be much more interested in the sites that are highly ranked and that 
are in the same region as user.  

An important consideration of the web users is the reliability of information avail-
able on the web. The web has a democratic structure, in other words, majority of the 
web sites on the internet are not monitored for the information that are published. To 
this end, it is important to choose the information sources that are more likely to be 
monitored by experts for the information accuracy and the quality. For instance, a user 
might favor to the sites that are on education top-level domain since they tend to re-
flect the point of view of highly educated community. Likewise, another user might 
favor government pages, since they tend to be monitored more strictly compared to 
other domains for information accuracy.  



So, some web pages, with many high ranked in-links from a top-level domain might 
appear as if they are the most qualified and authoritative information sources in some 
topics, whereas they maybe not very well monitored for the information accuracy and 
quality. To this end, search engines might return pages that might not give information 
satisfying user needs and preferences.  

The importance of a page differs for different individuals with different interests, 
knowledge and background. So, a global ranking of a web page might not necessarily 
indicate the importance of that page for individual users. It is important to calculate 
personalized view of importance of the pages. In order to overcome these problems, 
we introduce a method which is based on calculating the personalized PageRank vec-
tors prior to query time.  

The outline of the paper is as follows. First we talk about the use of personalized 
PageRank vectors in our application. Second, we explain the design and architecture 
of our personalized search engine. Third, we discuss the experiments that we applied 
to explore the improvements when using personalized PageRank vectors. Fourth, we 
present and discuss our results. At last, we finalize our paper with a conclusion.  

In the following section, we discuss how we use personalized PageRank vectors in 
our search engine in details.  

2. Personalized PageRank Vectors 

Personalized PageRank vectors provide a ranking mechanism which in turn creates 
a personalized view of the web for individual users. An example application of per-
sonalized PageRank vectors could be personalized search engines. In this section, we 
discuss the use of personalized PageRank vectors in our implementation of personal-
ized search engine. 

The computation of personalized PageRank vectors are done prior to search time. 
When calculating the PageRank vectors, pre-defined user profiles are taken into con-
sideration. We use following equations in Figure 1 in order to calculate both plain and 
personalized PageRank scores.  

Definitions: 

( )APrp  = Plain PageRank score of a page A.                                                   

( )APrw  = Weighted (personalized) PageRank score of a page A.                               

iT  =  i th parent of a page A.                                                                                    

d = dumping factor                                                                                                      

)( iTw  = normalized weight factor computing by applying links analysis on parent 

page iT .                                                                                                                   

( )iTC  = number of out-links of parent page iT . 
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Fig.1. Plain and weighted PageRank equations used in our experiments 

 
In our design, a user profile consists of six different top level domains and three 

different regions as choices of user preferences. The top-level domains are commer-
cial (.com), military (.mil), government (.gov), organization (.org), business (.net) and 
education (.edu) domains. We also introduce following regions as choices for regional 
preferences; Asia, America and Europe. To this end, in order to calculate personalized 
PageRank scores, we calculated 29 = 512 different combinations of user preference 
choices. So, we pre-computed 512 different user profiles.  

An important feature our approach is that we apply link analysis to a URL of a web 
page to compute its personalized PageRank score. After an analysis of its URL, a web 
page might be classified as if it belongs to a top-level domain, a region, both or none 
of them. So, based on this analysis, a URL will get a weight factor. There are 27 pos-
sible weight factors for each user profile. These weight factors can be summarized as 
follows. A URL might belong to only one of the top-level domain (out of 6 top-level 
domains). A URL might belong to only one of the region (out of 3 possible regions). 
A URL might belong to both a region and a top-level domain at the same time (out of 
18 different combinations of (top-level domain, region) pairs). The values of these 
weight factors will vary for each user profile. If a page does not qualify for any of the 
possible weight factor category, then plain PageRank score is calculated. We can 
illustrate this with following example.  
 
Example: A government site belongs to United Kingdom: “http://www.direct.gov.uk” 

  A pre-defined user profile:  region: America, Europe 
  top-level domain: government, education 

 
In this example, a personalized PageRank score for a government site belonging to 

United Kingdom can be computed as following. We analyze the given url by looking 
at its top-level domain and country extension. We simply do this by examining its 
anchor text and compare the result of this examination with our database where we 
store all possible top-level domain abbreviations as well as abbreviations for country 
extensions. Since we already know which country located at which region, by finding 
the country extention, we simply look up for the corresponding region. 

 In this example, “http://www.direct.gov.uk” belongs to region Europe and top-
level domain government. Since the given url happens to have both top-level domain 
and region that exist in the given user profile, it gets the highest normalized weight 
factor which is “1” in this example. Table-1 shows the weight correlation for the ex-
ample above. 



Table 1. Following table is a weight correlation table for pre-defined user profile with follow-
ing preferences. Region preferences: America, Europe, top-level domain preferences: educa-
tion, government.  

combinations of top-level  
domains and regions 

weight factors 
 

normalized 
weight factors 

education 1 0.5 
europe 2 0.5 
government 2 0.25 
. . . 
europe & 
government 4 1 
. . . 

 
A user is expected to input his/her choices of interests before the query time. When 

a query is posed by a user, based  on his/her user profile, we retrieve the correspond-
ing personalized PageRank vector in order to re-rank the hits to satisfy the query. We 
multiply the TFIDF based similarity score with PageRank scores. Resulting scores 
form the final ranking score to re-rank the hits. By multiplying the similarity based 
metric with PageRank scores we aim to increase precision at low recall for our imple-
mentation of personalized search engine.  

In the following section we discuss the details of our design and architecture of our 
implementation in details. 

3. Design and Architecture 

We designed our personalized search engine as a Java program that utilizes Nutch 
project [14] as a main search engine which use TFIDF bases similarity metric. The 
implementation consists of two core parts. 

First part of the implementation focus on calculations that happen prior to search 
time. In this part, we pre-compute a number of personalized PageRank vectors as well 
as a plain PageRank vector. Personalized PageRank vectors are computed based on 
pre-defined user profiles. User profiles include choices of user interests in region 
and/or top-level domains of web pages. PageRank vectors are computed only once 
prior to query time and stored as data files. In order not to increase the online query 
time, we also implemented an extensions to Nutch project index system, so that it can 
also accommodate PageRank scores along with the existing information such as an-
chor text, keywords, and similarity score. This avoids the heavy I/O overhead of read-
ing the PageRank results from a file store or a database. The computation of the Pag-
eRank vectors happen after the creation of a connected web graph. Data structure of 
the web graph is an important part of our implementation. We used compressed sparse 
row (CSR) data structure for adjacency matrix for data representation. CSR data stu-
ructure stores its row and column index for each entry. Entries are listed one row after 
another. This is simply done by defining a data structure which is a triplet (i,j,value). 



For this we defined a java object to represent a triplet and a global array to store the 
triplet objects. By doing this, we don’t store non-zero values unnecessarily. 

 We used global parallel arrays for vertices and PageRank vectors. After PageRank 
vectors are computed, each PageRank vector is dumped into an output file. Prior to 
calculation of personalized PageRank results, we created weight correlation Java Ob-
jects for each possible user profile. In our design, we presented 9 different choice of 
interest in top level domain and regions as mentioned before. This is why we created 
29 different weight correlation objects each is corresponding to a different user profile. 
Each weight correlation object includes 27 different weight factor for different user 
preference combinations of top level domains and regions. When calculating the Pag-
eRank of a page a link analysis is done. Based on the result of this analysis, we deter-
mine which url belongs to which top level domain and/or region. We used a hash table 
within the weight correlation objects to store user preference combinations. After the 
PageRank results are computed and stored in a file store, we run our extended version 
of Nutch index system to store newly created PageRank scores in Nutch index data-
base.  

Second part of our implementation focus on online query processing and our user 
study. In this part, we implemented various user interfaces by using Java Server Pages. 
When a query is made, we use Nutch searcher mechanism to retrieve the hits. Nutch 
returns a TFIDF based similarty score for each hit. We re-order the hits based on plain 
PageRank and personalized PageRank scores. We use three global arrays to store the 
ranking scores of the hits that belong to three different ranking mechanism such as 
similarity based, plain PageRank and personalized PageRank ranking mechanisms. In 
order to include the similarity based metric into PageRank ranking methods, we calcu-
late final plain and personal PageRank scores by multiplying similarity based Nutch 
score with pre-calculated PageRank values.  

So far, we have discussed the details of personalized PageRank vectors in our im-
plementation and design and the architecture of our personalized search engine. We 
discuss the details of the experiments and our user study in the following section in 
details. 

4   Experiments  

We conducted a user study to measure the performance of different ranking meth-
ods such as similarity-based, plain PageRank and weighted PageRank (personalized) 
ranking methods. In this study, we asked each volunteer to use our personalized search 
facility after they input their user profiles into our system. After making a query, each 
volunteer was shown search results from three different ranking mechanism. For each 
query, top 10 results from each ranking method are considered and these results are 
randomly shuffled before they were shown to volunteers. There are 5 human subjects 
who contributed to our user study in total with 10 queries. We realize that recall and 
precision values are dependent on whether the human subjects of a user study are 
experienced searchers or not. An experienced searcher may effect the recall and preci-
sion, either by finding everything on a topic or only few relevant results. To this end, 



we conducted our user study with a group of graduate students and did not give out 
any information about the main goal of the search engine. Volunteers are only ex-
pected to select relevant Urls that satisfies their choice of preferences as well.  

In order better explain our method in the user study, we would like to explain it 
with an example. Suppose that, Nutch search engine returns at least 10 results satisfy-
ing a query. Then, these results are re-ranked based on two other PageRank based 
ranking methods. If top 10 hits from three different ranking mechanisms turn out to be 
totally different from each other, then the volunteer was shown 30 hits as a result of 
his/her query. If the hits from different ranking mechanisms overlap with each other, 
then the number of results will range from 10 to 30.  

After the results are shown, each user was asked to select the URLs that are rele-
vant to his/her query as well as satisfying his/her choice of preferences. Let a user is 
shown 30 results satisfying his/her query. Also, let this user select 8 out of 30 results 
as relevant. In this case, for each ranking mechanism, the recall is the division of the 
number of relevant URLs coming from corresponding ranking mechanism by the total 
number of URLs deemed to be as relevant which is 8. Likewise, for each ranking 
mechanism, the precision is the division of the relevant URLs coming from corre-
sponding ranking mechanism by the number of retrieved results which is 10 in our 
example.  

To this end, when a query is made, we calculate (precision, recall) pairs for each 
ranking mechanism. Also, the average of all (precision, recall) pairs are calculated for 
all given queries. The definitions of the parameters and the calculations used in calcu-
lating the (precision, recall) pairs are shown below. 

Definitions: 

R  = total set of the ranking mechanisms             
r  = type of the ranking mechanism            
q  = query                                                                                                                      

i  = position of the URL in the combined hit list, starting from first URL in the list to 
the last, from top to bottom.                                                                            

),,( qirretrieved  = number of all retrieved documents for ranking mechanism r , 
and query q                                                                                                   

),,( qirrelevant  = number of retrieved documents that are deemed as relevant by 
evaluating the URLs 
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  Fig.2. Definition of precision and recall formulas that we used in our user study 
 



For the experiments, we used a crawl data that we gained by crawling the web with 
the start point of Yahoo Directory [9] sub-categories such as “Education”, “Region” 
and “Government” in April 2004. As a result, our data consists of 107890 Urls and 
468410 edges to connect them in a web graph. The dynamic nature and the growth of 
the web makes it difficult to calculate connectivity based ranking mechanism scores 
such as PageRank ranking score. When calculating the PageRank scores, the problem 
of danglink links, nodes that don’t have known outlinks, was explained in [4]. Also, it 
has been showed that it is possible to compute PageRank scores under the effect of 
missing outlink information and keeping the PageRank errors under control in [15]. In 
our experience, in order to avoid the high error rate in PageRank calculations and 
increase the size of our data, we used an additional imaginary node to distribute the 
PageRank from danglink links back to the graph, by connecting danglink links with 
source nodes, nodes that don’t have known inlinks, through an imaginary node. We 
experimentally observed that the order of the pages change with a negligible error 
rate, when using an imaginary node to distribute the rank from danglink links back to 
the graph.  

For the user study, we designed easy-to-use user interfaces. We aim to reduce pos-
sible wrong evaluations that might be caused by complicated user interfaces. Our user 
study interfaces have a modular structure and it is flexible for modifications. It con-
sists of three parts. In the first part, users provide personal information such as first 
name, last name and choices of interests in top-level domains and regions. First part of 
our user interfaces is illustrated in Figure-4. Second part of the user study is where the 
personalized web search facility is displayed. Users are expected to pose their queries 
by using this search facility. The third part of the user study interfaces is where the top 
hits of three different ranking mechanisms are displayed to the user. In this part, we 
also provide facilities like navigating the hits and selecting relevant pages that satisfy 
the user query. The third part of our user interface is shown in Figure-5.  
 

 
 

Fig. 4. User Profile Page. User enters his/her firs name, last name and choices of interests of 
top level domains and/or region to create a user profile. 

 



 
Fig. 5. Personalized Web Search Page. User makes a query by using personalizes web search 
facility. Search results coming from different ranking methods are shuffled. User enters his/her 
choices regarding relevant results without knowing which result belong which search method. 
User selections are saved after each query. 

5 Results 

The precision and recall values are summarized by the plot in Figure 6 below. 
These values are gathered by averaging (precision, recall) pairs of all queries posed by 
the users. In order to emphasize the difference in precision of ranking mechanisms, we 
applied the logarithmic interpolation to each line of the graph.  
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Fig. 6. Comparison of precision and recall plot of three different ranking mechanisms. 



The most significant conclusion we can draw from the plot is that personalized 
PageRank vectors provide better precision than other two ranking mechanisms. We 
can also see that both PageRank based ranking methods outperforms similarity based 
ranking method by providing better precision. Based on these results, we manage to 
provide personalized view of importance of web pages and a better ranking mecha-
nism in our personalized web search engine.  

6   Relevant Work 

Personalized search engines were first introduced as an application of personalized 
PageRank vectors in [4], however, newer explored.  There are 2n different personal-
ized PageRank vectors for all possible user preferences. This requires enourmous 
amount of computation and storage facilities. In attempt to solve this problem, a 
method was introduced in [11] that computes only limited amount of PageRank vec-
tors offline. This method suggests usage of partially-computed PageRank vectors that 
are practical to compute and store offline. Based on this method, personalized PageR-
ank vectors for other possible user preferences can be computed fast at a query time. 
In our work, our main concern is to introduce a prototype personalized search engine, 
where we can apply experiments to find out the improvement in precision when using 
personalized PageRank vectors. To this end, we limit the range of the user preferences 
to top-level domain preferences and regional preferences. Since the total number of 
preference sets were reasonable to compute and store offline, we do not need calculat-
ing the personalized PageRank vectors at query time.  

There has been extensive research done on calculating PageRank scores in efficient 
ways with various techniques [16][17][18][19]. Since our main focus was to utilize 
personalized PageRank vectors in personalized web search engines and explore the 
improvements, we only implemented a prototype where we did not expect it to scale 
up to the size of the current web. Also, we did not anticipate to calculate the pagerank 
vectors with frequent intervals. This is why, we did not use these efficient ways of 
calculating pagerank vectors in our implementation. The computation time overhead 
for limited number of personalized PageRank vectors was manageable for our pur-
poses of research. 

“Topic-sensitive” web search, introduced in [10], and the intelligent random surfer, 
introduced in [13], are similar to our work. Both methods suggest pre-computation of 
personalized PageRank vectors prior to query time and calculation of PageRank vec-
tors based on query similarity. When a query is made, corresponding personalized 
PageRank vector is selected according to the similarity between query and the topic of 
the PageRank vector. Our work is similar, since we also pre-compute personalized 
PageRank vectors and then use the corresponding PageRank vector to re-order the hits 
at query time. However, our main difference is that we perform link analysis such as 
top-level domain analysis and/or reginal extention analysis, when calculating and 
selecting corresponding personalized PageRank vectors.  Our method does not require 
the full content of a page, since we are only interested in anchor text of the URLs 
when deciding on the weight correlations.  



7   Conclusions  

In this paper, we introduced a tool which is a personalized web search engine as an 
applicaton of personalized PageRank vectors. First, we discussed our use of personal-
ized PageRank vectors in our implementation. Apart from similar research in the area, 
we focused on the link analysis of the URLs such as top-level domain and regional 
extension analysis, when computing the personalized PageRank vectors. Then, we 
explained our design and architecture in implementing the system. We designed and 
conducted a user study. In the user study, we ran experiments on a real crawl data to 
explore improvements in precision when user preferences are taken into consideration 
in PageRank calculation. At last, we presented the results that shows improvement in 
precision when using personalized PageRank vectors.  

We conclude that URL-analysis-dependent personalized PageRank scores can pro-
vide higher quality of search results and better precision at low recall. In the future 
work, we plan to explore efficient ways of calculating PageRank scores in order to 
enable our personalized search engine scale upto dynamic nature and the growth of the 
web.  
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