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ABSTRACT
Collaborative annotation tools are in widespread use. The metadata
from these systems can be mined to induce semantic relationships
among Web objects (sites, pages, tags, concepts, users), which in
turn can support improved search, recommendation, and other Web
applications. We build upon prior work by extracting relationships
among tags and among resources from two social bookmarking
systems, Bibsonomy.org and GiveALink.org. We introduce a
scalable and collaborative measure that we name maximum infor-
mation path (MIP) similarity. Our analysis shows that MIP outper-
forms the best scalable similarity measures in the literature. We are
currently integrating MIP similarity into a number of applications
under development in the GiveALink project, including search and
recommendation, Web navigation maps, bookmark management,
social networks, spam detection, and a tagging game to create in-
centives for collaborative annotations.

Categories and Subject Descriptors
H.3.4 [Information Storage and Retrieval]: Systems and Soft-
ware—Information networks, Performance evaluation

General Terms
Performance, Algorithms, Design, Experimentation
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Maximum Information Path, Folksonomy, Web 2.0, Tag, URLs

1. INTRODUCTION
As the democratization of the Web continues, social annotation

systems have become prevalent. Here we expand on our recent
work to extract relationships among tags and resources in a folk-
sonomy [5, 4]. Tag relationships can lead to advanced applications
in tag navigation, keyword clustering, query expansion, tag recom-
mendation and ontology learning Resource (page/site) similarity
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supports result clustering, similarity search, ontology population
and again page recommendation and navigation. A scalable simi-
larity measure is updated to reflect new annotations at a pace that
keeps up with a stream of incoming annotations. In prior work
we introduced a scalable method for assembling a semantic sim-
ilarity network based on folksonomies [5, 4]. Here we only con-
sider measures that are scalable. We base our evaluation on two
social bookmarking systems, BibSonomy.org and GiveALink.

org. When considering only scalable measures, an analysis of the
GiveALink data showed that cosine and mutual information (MI)
perform well for measuring similarity among resources [5]. An
analysis of BibSonomy data confirmed that cosine and MI out-
perform other scalable measures for mining relationships among
tags and resources [4]. These datasets are available via APIs at
givealink.org/main/download and bibsonomy.org/help/

doc/api.html.
We expand on our previous findings in three ways. First, we in-

troduce the maximum information path (MIP) measure to induce a
similarity among tags and resources. MIP is a generalization of a
previously defined similarity measure that was designed to induce
similarities among resources [5]. Second, we expand the evalua-
tion to include MIP as it applies to a BibSonomy dataset, finding
that MIP outperforms competing measures for tags and resources.
Finally, we confirm that MIP outperforms competing measures for
both tags and resources using a new, more representative dataset
from GiveALink.

2. TRIPARTITE SIMILARITY
Here we focus on the aggregation method that was found to best

capture semantic similarity, while being scalable. Our approach is
based on the triple representation. Each triple (u, r, t) represents
user u annotating resource r with tag t. A set of triples represents
a folksonomy. When computing similarities among u, t, or r, it is
necessary to obtain two-mode views of the data. Here we focus on
tag-tag and resource-resource similarities. Therefore we aggregate
across users, and obtain dual views of resources and tags, yielding
dual definitions for resource and tag similarity. More specifically,
we consider only the collaborative aggregation method as defined
in prior work because of runtime performance and accuracy [5,
4]. Collaborative aggregation creates a per-user binary matrix of
the form wu,rt ∈ {0, 1}, which we can use to compute a “local”
similarity σu(x, y) for each pair of objects (resources or tags) x
and y. Finally, we sum across users to obtain the “global” simi-
larity: σ(x, y) =

P
u σu(x, y). For collaborative aggregation, we

assign a local similarity σu(x, y) > 0 to every pair of objects (x, y)
present in u’s annotations, irrespective of shared features. We can
achieve this by adding a special “user tag” (resp. “user resource”)
to all resources (resp. tags) of u so that each item of u has at least
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Figure 1: The annotations of user Charlie are visualized on the left
in a hierarchical taxonomy and on the right as a folksonomy. If he
does not tag yahoo.com with news, the annotations are hierarchi-
cal. The σmip similarity between wired.com and ht2009.org is
determined by the lowest common ancestor on the left, the tag web. In-
deed we see on the right that this is the most specific tag shared by the
two resources. If he tags yahoo.com with news, the hierarchy breaks
as multiple paths connect wired.com and ht2009.org. The lowest
common ancestor is no longer defined, however in the folksonomy we
can identify web as the most specific shared tag.

one annotation in common. Maximum information path uses the
Shannon information (log-odds) to weigh relationships between
objects. Thus we use the information of a tag (resp. resource) x
defined as− log p(x) where p(x) is the fraction of resources (resp.
tags) annotated with x. Let us redefine user u’s odds of tag (resp.
resource) x as p(x|u) = N(u, x)/N where N(u, x) is the number
of resources (resp. tags) annotated by u with x, and N is the to-
tal number of resources (resp. tags) in the system. This definition
of N is a variation from prior work where we used the number of
resources (resp. tags) in a user’s profile plus a constant when com-
puting odds. This way, − log p(t∗u|u) = − log[N(u, x)/N ] > 0
when N > N(u, x). For evaluation we set N = 106.

Maximum Information Path. Maximum information path
(MIP) is symmetric with respect to resources and tags, therefore
we simplify the notation as follows: x represents a tag or a resource
and X is its vector representation. For example, if x is a resource,
X is a vector with tag elements wxy . For a single user u, y ∈ Xu

means wu,xy = 1 and |Xu| =
P

y wu,xy .
We define MIP as:

σmip
u (x1, x2) =

2 log(miny∈Xu
1 ∩Xu

2
[p(y|u)])

log( min
y∈Xu

1

[p(y|u)]) + log( min
y∈Xu

2

[p(y|u)]) (1)

where probabilities use the above construction for p(x|u). This
measure has linear runtime and space complexity.

MIP is an extension of traditional shortest-path based similar-
ity measures [6] and Lin’s similarity measure [2]. MIP differs
from traditional shortest-path similarity measures by taking into
account Shannon’s information content of shared tags (resp. re-
sources). Lin’s measure only applies to hierarchical taxonomies,
such as bookmarks organized in folders. If the folksonomy is de-
rived from such a hierarchy, the two measures are equivalent. How-
ever when the folksonomy includes non-hierarchical annotations,
Lin’s measure is undefined while MIP is well defined and captures
the same intuition. Namely, that the semantic association between
two objects is determined by the ratio between the maximum infor-
mation they have in common and the information they do not share.
In the hierarchical case the maximum shared information coincides
with a unique lowest common ancestor; however in folksonomy,
there may be many paths between two objects, and the maximum
information path passes through the most specific shared tag. Fig. 1
illustrates this idea.

Table 1: Object-object similarity accuracy, according to Kendall’s τ

correlations between the similarity vectors generated by the various
measures and those from the reference dataset. Higher τ means more
accurate similarity measures. Errors are obtained by a random shuffle
of the reference similarities.

BibSonomy tag resource
Cosine (4115± 2)× 10−5 (594± 3)× 10−5

MI (6088± 2)× 10−5 (593± 3)× 10−5

MIP (6118± 2)× 10−5 (663± 3)× 10−5

GiveALink tag resource
Cosine (201± 1)× 10−4 (3061± 2)× 10−5

MI (299± 1)× 10−4 (3569± 2)× 10−5

MIP (316± 1)× 10−4 (3983± 2)× 10−5

3. EVALUATION
In prior work, cosine and mutual information (MI) outperformed

all other measures for extracting relationships among tags and re-
sources [5, 4]. We expand on those findings by applying σmip to
the BibSonomy and GiveALink datasets, while comparing its per-
formance to cosine and MI.

We use an evaluation framework that gauges how a similarity
measure predicts a reference dataset. For tag similarity, we use the
WordNet (wordnet.princeton.edu) term collection for the se-
mantic grounding. The tag pairs are ranked by their Jiang-Conrath
distance [1]. For resource similarity, we use the URL collection of
the Open Directory Project (dmoz.org) for the semantic ground-
ing. The resource pairs are ranked by Maguitman et al.’s graph-
based similarity measure [3]. This indirect method of evaluation is
justified and explained further in prior work [5, 4].

Table 1 has the Kendall’s τ correlation between the reference
dataset and the proposed similarity measures. MIP performs bet-
ter than cosine and MI for measuring similarity among tags and re-
sources across the BibSonomy and GiveALink folksonomies. Some
of the differences are small, but all differences are statistically sig-
nificant.

4. CONCLUSION
We have improved on the state of the art in scalable collabora-

tive similarity measures from social annotation systems. Our ex-
tended evaluation shows that among scalable measures, the new
maximum information path similarity outperforms mutual informa-
tion and cosine in accuracy. These results are consistent across tag
and resource relationships, and across datasets from two diverse
social tagging sites.
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