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ABSTRACT
We analyze the traffic-weighted Web host graph obtained
from a large sample of real Web users over about seven
months. A number of interesting structural properties are
revealed by this complex dynamic network, some in line with
the well-studied boolean link host graph and others pointing
to important differences. We find that while search is di-
rectly involved in a surprisingly small fraction of user clicks,
it leads to a much larger fraction of all sites visited. The tem-
poral traffic patterns display strong regularities, with a large
portion of future requests being statistically predictable by
past ones. Given the importance of topological measures
such as PageRank in modeling user navigation, as well as
their role in ranking sites for Web search, we use the traf-
fic data to validate the PageRank random surfing model.
The ranking obtained by the actual frequency with which
a site is visited by users differs significantly from that ap-
proximated by the uniform surfing/teleportation behavior
modeled by PageRank, especially for the most important
sites. To interpret this finding, we consider each of the fun-
damental assumptions underlying PageRank and show how
each is violated by actual user behavior.
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1. INTRODUCTION
We report on our analysis of Web traffic from a large and

representative sample of real users over an extended period
of time. To our knowledge this is by far the largest effort
to date to study in depth the structure and dynamics of
the weighted Web graph, i.e. the network where links are
weighted by actual requests of Web users. A first set of con-
tributions of this work concerns a number of intriguing struc-
tural properties revealed by the“dynamic” (traffic-weighted)
Web graph, and how they compare to those of the “static”
Web graph based on unweighted hyperlinks. We further
show that temporal traffic patterns show strong regularities,
with a significant portion of traffic that is highly predictable
— with implications for Web caching schemes.

A second set of contributions concerns applications of our
findings to Web search. In particular, ranking Web pages
and sites is one of, if not the most critical task of any search
engine. The last ten years have brought terrific advances
in Web search technology, owing in large part to the devel-
opment of sophisticated ranking techniques. Here we focus
on content-independent algorithms, which rank all pages or
sites irrespective of the match between their content and
user queries. These ranking algorithms are crucial for dis-
tilling the most important pages or sites from the potentially
large number that match a user query. PageRank has been
the most influential such ranking measure, paving the way
for major commercial applications such as Google. While
modern search engines have likely refined and improved on
PageRank, in addition to combining it with many other cri-
teria, it remains a reference tool for the study of the Web as
a complex dynamic network, as well as for the engineering
of improved ranking functions. Aside from practical advan-
tages such as efficient computation, the strength of PageR-
ank lies in its intuitive interpretation as the stationary dis-
tribution of visitation frequency by a modified random walk
on the Web link graph — in other words, PageRank is a
simple model of Web traffic generated by user navigation.
Our Web traffic data makes it possible to explore how well
PageRank models user browsing behavior. In particular, we
quantify the degree to which the critical assumptions under-
lying PageRank are invalid, and discuss how these assump-
tions affect the resulting ranking of Web sites.

Contributions and Outline
In the remainder of this paper, after some background and
related work, we describe the source and collection proce-
dures of our Web traffic data; with 1.3× 1010 requests from
about 105 users, this data set provides the most accurate



picture to date of human browsing behavior.
Our main findings are organized into three sections, deal-

ing respectively with:

• general and structural properties of the weighted traffic
network (§ 4),

• behavioral and temporal patterns uncovered by the ob-
served user dynamics (§ 5), and

• comparative analysis of ranking based on user traffic
versus topological PageRank (§ 6).

We conclude with a discussion of the limitations of our
data, implications of this work for search applications, and
a look to future work.

2. BACKGROUND
Many studies have used Web crawlers to reveal important

insights on the large-scale structure of the Web graph, such
as the “bow-tie” model, the presence of self-similar struc-
tures and scale-free distributions, and its small-world topol-
ogy [3, 11, 1, 17, 16, 35]. While these insights have informed
the design of a variety of applications such as crawlers and
caching proxy servers, structural analysis has seen its great-
est application in ranking pages returned by search engines.
In particular, the well-known PageRank [10] and HITS [27]
algorithms are able to use the pattern of links connecting
pages to rank them without needing to process their con-
tents; these algorithms have inspired a vast amount of re-
search into ranking algorithms based on link structure. The
structural properties of the link graph extend to the host
graph, which considers the connectivity of entire Web servers
rather than individual pages [7].

Researchers have been quick to recognize that structural
analysis of the Web can become far more useful when com-
bined with behavioral data. Some paths through the Web
are used far more heavily than others, and a variety of behav-
ioral data sources exist that can allow researchers to identify
these paths and improve Web models accordingly. The ear-
liest efforts have used browser logs to characterize user nav-
igation patterns [12], time spent on pages, bookmark usage,
page revisit frequencies, and overlap among user paths [15].
The most direct source of behavioral data comes from the
logs of Web servers, which have been used for applications
such as personalization [30] and improving caching behav-
ior [37]. Because search engines serve a central role in users’
navigation, their log data is particularly useful in improving
results based on user behavior [2, 28].

Other researchers have turned to the Internet itself as a
source of data on Web behavior. Network flow data gen-
erated by routers, which incorporates high-level details of
Internet connections without revealing the contents of indi-
vidual packets, has been used to identify statistical prop-
erties of Web user behavior and discriminate peer-to-peer
traffic from genuine Web activity [29, 18].

The most detailed source of behavioral data consists of
actual Web traffic captured from a running network, as we
do here. The present study most closely relates to the work
of Qiu et al. [33], who used captured HTTP packet traces to
investigate a variety of statistical properties of users’ brows-
ing behavior, especially the extent on which they appear to
rely on search engines in their navigation of the Web. The
study presented here involves a much larger user population
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Figure 1: Sketch of Indiana University’s Internet
connectivity and our experimental setup.

over a longer period of time, but our deletion of identifying
client information prevents us from associating a series of
clicks with any particular user or drawing any conclusions
as to the duration of individual browsing sessions. We also
focus on host-level activity rather than individual URLs in
this first phase of our effort.

3. DATA DESCRIPTION

3.1 Data Source
The click data we use in this study is gathered by a dedi-

cated FreeBSD server positioned at the edge of the Indiana
University network. One of its 1 Gbps Ethernet ports is at-
tached to a switch monitoring port that mirrors all traffic
passing between the eight campuses of Indiana University
and both Internet2 and the commodity Internet, represent-
ing the combined Internet traffic of about 100,000 users.
Under normal conditions, we observe a sustained data rate
of about 600–800 Mbps on this interface. Fig. 1 illustrates
our data collection framework.

To obtain information on individual HTTP requests pass-
ing over this interface, we first use a Berkeley Packet Filter
to capture only packets destined for TCP port 80. While
this eliminates from consideration all Web traffic running on
non-standard ports, it does give us access to the largest body
of it. We make no attempt to capture or analyze encrypted
traffic using TCP port 443. Once we have obtained a packet
destined for port 80, we immediately remove all identifying
information about the client from the IP and TCP headers,
making it impossible to associate the payload data with any
particular client system. We then use a regular expression
search against the packet payload to determine whether it
contains an HTTP GET request.

If we do find an HTTP request, we analyze the packet fur-
ther to determine the identity of the virtual host contacted,
the path requested, the referring host, the advertised iden-
tity of the user agent, and whether the request is inbound
to or outbound from the university. We then write a record
to our raw data files that contains a timestamp, the virtual
host, the path requested, the referring host, a flag indicat-
ing whether the user agent matches a mainstream browser



(Internet Explorer, Mozilla/Firefox, Safari, or Opera), and
a direction flag. We reduce the user agent field to a sin-
gle flag in order to save disk space: most agent strings are
quite long, and we observe well over 10,000 unique agent
strings over the course of a day. Most of this analysis is
done using a small set of regular expressions; coupled with
careful optimization of our network settings, this allows us
to record about 30% of all HTTP requests directed to TCP
port 80 during peak traffic hours. On a typical weekday, we
log around 60 million HTTP requests, the raw records for
which require about 6–7 GB of storage.

The most directly comparable source for HTTP request
data is that of Alexa, which gathers traffic information based
on the surfing activity of several million users of its browser
toolbar. However, this traffic information includes only the
destinations of HTTP requests, not the identity of the Web
server from which a link was followed. Other Internet com-
panies that provide browser toolbars may have more detailed
traffic data, but this information is not generally available
to researchers and, as with Alexa, includes only users who
have opted to install a particular piece of software.

While our collection method allows us to gather a substan-
tial volume of click information from a large and diverse user
population, we do recognize several potential disadvantages
of our data source. First, the academic community whose
traffic we monitor is a biased sample of the population of
Web users at large. This is inevitable when collecting traffic
data from any public Internet service provider (ISP). The
fact that we cannot log clicks at line rate during peak usage
hours means that our sampling rate is not uniform through-
out the day: we miss many requests during the afternoon
and very few in the early morning hours. Because we do not
perform stream assembly, we can only analyze HTTP re-
quests that fit in a single 1,500 byte Ethernet frame. While
over 98% of all HTTP requests do so, some Web services
generate extremely long URLs. Finally, the HTTP refer-
rer field can be spoofed; we make the assumption that the
few users at Indiana University who do so generate a small
portion of the overall traffic.

3.2 Generation of Host Graph
In principle it is possible to capture the entire URLs of the

referring and requested pages with our experimental setup,
and to build a weighted link graph with pages as nodes.
This is indeed our goal. In this paper, however, we report
on an initial stage of the project in which we focus on the
host graph. One reason is that this is more feasible with our
current storage and computing resources, and indeed neces-
sary to tune our collection and analysis algorithms; another
is that the host graph already reveals several interesting in-
sights about Web traffic.

To derive a weighted version of the Web host graph from
the raw click data, we first reduce the data into “click lists”
containing only the indices of the referring and target servers
for each observed HTTP request. These indices are pointers
into an external database that contains the fully qualified
domain names of the Web servers involved. We generate
two sets of these click lists for the raw data: FULL, which
includes every HTTP request detected on port 80; and HU-
MAN, which is a subset of the FULL data set that includes
only those requests that are (1) made by a common browser
and (2) for URLs that are likely to be actual Web pages
(instead of media files, style sheets, etc.).
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PajekFigure 2: Visualization of the most requested hosts
and the most clicked links between them. Node size
is proportional to the log of the traffic to each site,
and edge thickness is proportional to the log of the
number of clicks on links between two sites.

The zero index in our scheme refers to an illusory Web
server we call the “empty referrer.” This server is identified
as the referring host for every HTTP request that does not
include referrer information; sources of such requests include
bookmarks, browser start pages, mail systems, office appli-
cations, clients with privacy extensions, and so forth. It is
also identified as the destination host for the small portion
of clicks for which we could not identify a virtual host, usu-
ally because of old or primitive client software that generates
HTTP/0.9 requests.

The click lists represent lists of directed edges in the Web
host graph. When we merge a set of these edges, we obtain
a subset of the actual Web host graph, weighted according
to observed user traffic over a period of time. We are thus
able to apply various levels of aggregation to the click lists to
generate hourly, daily, monthly, and cumulative versions of
the observed host graph. These graphs are stored as sparse
connectivity matrices for analysis in Matlab.

4. STRUCTURAL PROPERTIES
The click data was collected over a period of about seven

months, from 26 September 2006 to 19 May 2007, with no
data collected from 15 to 28 January 2007 and from 1 to
8 April 2007. Fig. 2 offers a view of a small portion of
the resulting weighted host graph, consisting of the most
popular destination sites and the most clicked links between
them. We first report on general properties of this data and
on the structure of the weighted host graph.

Table 1 summarizes the dimensions of the click data and
host graphs analyzed in this paper. Each human page click
involves an average of 14.2 HTTP requests for embedded
media files, style sheets, script files, and so on. One notable
observation is that a majority of human-generated clicks do



Table 1: Summary statistics of the FULL and HUMAN host graphs.
FULL HUMAN

Number Percent Number Percent
requests with empty referrer 2,632,399,381 20.4% 490,290,850 54.0%

to unknown destination 232,147,862 1.8% 2,078,725 0.2%
total 12,884,043,440 907,196,059

hosts referring 5,151,634 67.8% 2,199,307 54.5%
destination 7,026,699 92.5% 3,743,074 92.8%
total 7,595,907 4,031,842

edges 37,537,685 10,790,759
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Figure 3: Distributions of in-degree (top) and out-
degree (bottom) for the FULL (left) and HUMAN
(right) host graphs. In these and the following plots
in this paper, power-law distributions are fitted by
least-squares regression on log values with log-bin-
averaging, and also verified with the maximum like-
lihood methods and Kolmogorov-Smirnov statistic
as proposed by Clauset et al. [14].

not have a referrer page, meaning that users type the URL
directly, click on a bookmark, or click on a link in an email.

The first question about the host graph reconstructed
from our sample of traffic is whether it recovers the well-
known topological features of the link graphs built from
large-scale crawls [3, 11, 17, 35]. The most stable signa-
ture of the Web graph is its scale-free in-degree distribu-
tion, which many studies consistently report as being well
fitted by a power law Pr(kin) ∼ k−γin with exponent γ ≈ 2.1.
As shown in Fig. 3, we indeed recover this behavior from
the FULL host graph (γ = 2.2 ± 0.1); although Web traf-
fic may not follow on every link, it produces a picture of
the Web that is topologically consistent with those obtained
from large-scale crawls. The power-law in-degree distribu-
tion in the HUMAN host graph has a slightly larger expo-
nent γ = 2.3±0.1. This hints at an important caveat. While
the structure of the traffic-induced and crawler-induced net-
works may be similar, they are based on very different sam-
pling procedures, each with its own biases. One cannot com-
pare the two networks directly on a node-by-node basis. To
illustrate this point, we sampled nodes from the HUMAN
graph and compared their in-degree with that given by a
search engine (via the Yahoo API). As evident from the scat-

1 10 100 1000 10000 1x105 1x106 1x107 1x108

1

10

100

1000

10000

100000

kin
ˆ

kin

kin ~ kin
ˆ

kin ~ kin
0.4ˆ

Figure 4: Scatter plot of kin values estimated from
the HUMAN host graph versus k̂in values obtained
from Yahoo. We show the proportionality line as
a reference along with the best power-scaling fit,
although a power relationship may not be the best
model.

ter plot in Fig. 4, the correlation is weak (Pearson’s ρ = 0.26
on the log-values), and we cannot assume proportionality. If

one conjectures a power-law scaling kin ∼ k̂ηin where k̂in is
the in-degree obtained from crawl data, we see that a sub-
linear bias η < 1 fits the data better than proportionality
η = 1. While we cannot say that such a power-law scaling
is the most appropriate model of the relationship, this does
highlight a sample bias whereby the in-degree of popular
nodes is underestimated by a greater amount than that of
low-degree nodes. The lack of proportionality explains the
higher exponent in the power-law distribution of in-degree.
Assuming again that kin and k̂in are deterministically re-
lated by the power formula conjectured above, it follows
immediately that Pr(kin)dkin = Pr(k̂in)dk̂in. Therefore

Pr(kin)dkin ∼ k−γin dkin ∼ k̂
−ηγ
in d(k̂ηin)

∼ k̂−ηγ+η−1
in dk̂in ∼ k̂−γ̂in dk̂in

and thus the kin exponent changes to γ = (γ̂− 1)/η+ 1 > γ̂
if η < 1.

The literature is less consistent about the characteriza-
tion of the Web’s out-degree distribution, for reasons out-
side the scope of this paper. Our data (Fig. 3) is consistent
with a power law distribution Pr(kout) ∼ k−γin with exponent
γ ≈ 2.2.
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Figure 5: Distributions of in-strength (top) and out-
strength (bottom) for the FULL (left) and HUMAN
(right) host graphs.

The difference between our network representation of the
Web host graph and that obtained from crawls, of course, is
that we have weighted edges telling how many times links
between hosts are clicked. For weighted networks, the notion
of degree is generalized to that of strength, defined as the
sum of the weights over incoming or outgoing links:

sin(j) =
X
i

wij sout(i) =
X
j

wij

where wij is the weight of edge (i, j), i.e. the number of clicks
on the link from host i to host j. Note that because sin(j)
represents the total number of times that site j is visited,
this is what we refer to by the less formal term traffic. Fig. 5
plots the distributions of strength for the host graphs. Not
all the curves are best fit by power laws; nevertheless, all
distributions are extremely broad, spanning eight orders of
magnitude. The portions of the distributions fitted by power
laws Pr(s) ∼ s−γ yield γ values between 1.7 and 1.8. These
exponents γ < 2 imply that the average strengths diverge
as the networks grow, being bounded only by the finite size
of the data. Such broad distributions of traffic suggest that
the static link graph captures only a portion of the actual
heterogeneity of popularity among Web sites.

Finally, in Fig. 6 we plot the distribution of the weights
wij (link traffic) across all edges. These, too, are broad
distributions over many orders of magnitude, that we can
fit to power laws Pr(w) ∼ w−γ with exponents γ between
1.6 and 1.9. Such extreme heterogeneity tells us that not
all links are created equal: a few carry a disproportionate
amount of traffic while most carry very little traffic. This,
of course, could simply result from a trivial correlation with
the traffic of the originating hosts. In § 6 we discuss the local
heterogeneity of traffic across links from individual hosts.

5. TRAFFIC PROPERTIES

5.1 Behavioral Traffic Patterns
The traffic data allows us to address some basic questions

about how users navigate the Web. First, to what extent do
people wander through pages (surf by following links) ver-
sus visiting pages directly (teleport using bookmarks, typing
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Figure 6: Distributions of weights excluding (top)
and including (bottom) requests with empty refer-
rer for the FULL (left) and HUMAN (right) host
graphs. Requests with non-empty referrer corre-
spond to clicks from one page to another, whereas
an empty referrer may originate from a bookmark
or a directly typed URL.

Table 2: Requests by source. The percentages of
edges are shown under kout (total out-degree) and
the percentages of traffic are shown under sout (to-
tal out-strength). For requests with empty source,
the percentage of edges is computed by represent-
ing these requests as originating from the special
“empty referrer” host.

FULL HUMAN
Source kout sout kout sout
Empty 10.2% 20.4% 14.5% 54.0%
Search 8.2% 2.9% 21.2% 4.9%
WebMail 3.1% 2.0% 1.6% 0.6%
Other 78.5% 74.6% 62.8% 40.4%

URLs, or by other means)? Table 2 shows the percentages
of requests originating from different types of sources. Let
us focus on the HUMAN host graph. As already noted in
§ 4, the majority (54%) of requests have an empty referrer,
corresponding to pages visited without clicking on a link.
Such a high number suggests that traditional browser book-
marks are still widely used, in spite of the growing popularity
of online bookmark managers. On the other hand, all this
traffic corresponds to only 14.5% of the edges. This small
kout/sout ratio indicates that each additional empty-referrer
request is less likely to lead to a destination host that has
not been seen before. This is reasonable for sites that are
bookmarked or have easily remembered URLs. Fig. 7 shows
that while the volume of requests is affected by both the
academic calendar and the time of day, the relative ratios of
clicks from different sources are fairly stable.

Second, we see from Table 2 that less than 5% of traf-
fic originates from search hosts. This analysis was carried
out by matching the DNS names of referring hosts against
a list of common search engines, including Google, Yahoo!,
MSN, Altavista, and Ask. Such a low percentage is some-
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Figure 7: Volume of requests from various sources in
the HUMAN host graph. Top: seasonal variations,
aggregated by month. Bottom: daily variations, ag-
gregated by hour. The insets plot percentages of
request sources (total strength). The monthly and
hourly ratios of total degree by source (not shown)
are even more stable.

what surprising when one considers the wide impact gen-
erally attributed to search engines in steering Web traffic.
Of course, our measure is a lower bound of the influence
of search engines, since it only monitors requests that are
directly generated by search; successive clicks appear as reg-
ular navigation, even if the path was initiated by a search.
(Our disposal of identifying client information makes it im-
possible to recover chains of clicks.) Nevertheless, we ex-
pected a higher percentage of clicks originating from search
engines. Another notable statistic is the much higher frac-
tion (21.2%) of edges corresponding to these clicks. The high
kout/sout ratio suggests that each search click is more likely
than others to lead to a new host. In other words, search
engines promote the exploration of unvisited sites, an “egal-
itarian” effect that is in agreement with earlier findings [33,
21].

Another way to use our data to measure the impact of
search on Web navigation is to inspect how traffic scales
with in-degree. Earlier literature conjectured that due to the
use of PageRank by search engines, established sites would
attract a disproportionate fraction of traffic [5, 25, 31, 13],
corresponding to a superlinear scaling of search traffic with
in-degree:

sin ∼ kβin
with β > 1. In contrast, a random walk would yield a lin-
ear scaling (β = 1). Preliminary analysis of our data yields

a trend that is slightly above (though not statistically dif-
ferent from) the linear model of a random walk (β & 1).
This is consistent with the observed distributions of sin and
kin; since both are power laws with exponents γs and γk
respectively, if the two are related by a power relationship,
we must have Pr(s)ds = Pr(kin)dkin, and this leads to

s−γs
in ds ∼ (kβin)−γsd(kβin) ∼ k−βγs+β−1

in dkin ∼ k−γk
in

β ≈ (γk − 1)/(γs − 1).

Considering the errors on the fitted parameter, the empir-
ical values of β, γs and γk are consistent. However, this
finding β & 1 would appear to disagree with our own prior
measurements based on traffic data from Alexa, where a sub-
linear scaling fitted the data better, suggesting that search
engines would mitigate the “rich-get-richer” dynamics of the
Web [21]. In fact, there is no contradiction when one con-
siders the in-degree sampling bias discussed in § 4; this bias
affects the relationship between traffic and in-degree. For
example, conjecturing again the power scaling kin ∼ k̂ηin,

one would find sin ∼ kβin ∼ k̂ηβin . If η < 1/β (as in Fig. 4),
then ηβ < 1, i.e. one recovers a sublinear scaling of traf-
fic with the crawl-based in-degree k̂in. The traffic data is
therefore consistent with our prior empirical finding, yet we
cannot say much about the impact of search engines on this
trend, since search directs such a small percentage of the
overall traffic in our data.

5.2 Temporal Traffic Patterns
With the timestamp information in our Web request data,

we can look at the predictability of traffic over time. Us-
ing the host graph to predict future traffic has potential
applications for Web cache refreshing algorithms, capacity
allocation, and site design. For example, if an ISP knows
that a certain news page is regularly accessed every morn-
ing at 10am, it can preload it into a proxy server. Likewise,
knowledge about regular spikes in traffic can guide provi-
sioning decisions. Finally, site owners can adapt sites so
that content can be made most easily accessible based on its
predicted demand at different times or days.

As a first, crude analysis on the predictability of Web
request patterns, let us use the simple precision and recall
measures, which are well-established in information retrieval
and machine learning. The goal is to predict the host graph
for time interval t using a snapshot of the host graph at time
interval t− δ, as a function of the delay δ. Given a weighted
network representation of the host graph, where an edge
wij(t) stands for the number of clicks from host i to host j
in time interval t, we define generalized temporal precision
and generalized temporal recall based on true positive click
predictions:

P (δ) =

*P
ij min[wij(t), wij(t− δ)]P

ij wij(t− δ)

+
t∈[δ,T ]

R(δ) =

*P
ij min[wij(t), wij(t− δ)]P

ij wij(t)

+
t∈[δ,T ]

where the averages 〈·〉 run over hourly snapshots. Our anal-
ysis is based on δMT comparisons of hourly snapshots of
the network, where δM = 168 hours is the maximum delay
considered (one week) and T = 4996 is the total number of
hourly snapshots. The baseline for these measures is sta-
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Figure 8: Average temporal precision and recall as
a function of delay δ for the HUMAN host graph.
Error bars correspond to ±1 standard error.

tionary traffic; if the host graph does not change, perfect
predictability is obtained and P = R = 1 for any δ.

Fig. 8 plots generalized temporal precision and recall ver-
sus delay for HUMAN clicks. As one would expect, pre-
dictability decays rapidly; however, both precision and recall
are quite high (above 50%) for δ ≤ 3 hours. We observe very
strong daily and weekly cycles; after more than 4 hours, the
requests from the prior day at the same time yield higher
precision and recall. Even after going back two or more
days, one can predict more than 40% of the clicks, which
yields better performance than using data from 10-12 hours
earlier. We also observe a large volume of stationary data,
as suggested by the fact that P and R never fall below 32%.
Precision and recall track each other closely, which serves
as further evidence of a large volume of stationary traffic.
For example, 47% of clicks at any given time are predicted
by the clicks from the previous day at the same time, and
the same percentage are repeated the next day at the same
time.

The FULL host graph has almost identical trends, except
that both precision and recall are about 10% higher. This
may be due to the higher predictability of crawler traffic, as
well as to commonly embedded files such as style sheets and
images.

6. REAL VS. RANDOM SURFING
In this section we address the question, How good is PageR-

ank as a model of Web navigation? Or, more specifically,
How well does the ranking of Web sites produced by PageR-
ank approximate that obtained from actual Web user traffic?
Content-independent ranking is of course critical for search
engines, so that the most important pages that match a
query can be brought to the user’s attention. Yet PageR-
ank’s importance goes beyond its search applications; this
topological network measure remains a key tool in study-
ing the structure of large information networks — the Web
being, of course, the premier example — as well as the ref-
erence model for the dynamic behavior of the many people
who forage for information in these networks.

PageRank has several interpretations, ranging from lin-
ear algebra to spectral theory, and many implementation

issues. Here we focus solely on the intuitive interpretation
of PageRank as the stationary distribution of visit frequency
by a modified random walk on the Web link graph, i.e., as
a simple model of the traffic flow produced by Web naviga-
tion. Formally, PageRank is the solution of a set of linear
equations:

PR(j) =
α

N
+ (1− α)

X
i:wij 6=0

PR(i)

kout(i)

where N is the number of nodes (Web pages, or, in the
current context, sites) and α is a so-called teleportation fac-
tor (a.k.a. damping or jumping factor). The first term de-
scribes the process by which a user stops browsing at some
random node and jumps (teleports) to some other random
node. The second term describes a uniform random walk
(surfing) across links, with the sum running over the incom-
ing links of node j. The parameter α models the relative
probabilities of surfing versus teleporting. We have already
discussed in § 4 and 5 that our empirical data would support
a higher teleportation probability than the customary value
α = 0.15 [10]: α ≈ 0.54 for human browsers, or α ≈ 0.2 even
including crawlers. Other studies have addressed the role of
α in PageRank [9, 19]; we use the customary value α = 0.15
in the present PageRank calculations.

Aside from the teleportation factor, the interpretation of
PageRank as a graph navigation model is based on three
fundamental assumptions that are implicit in the above def-
inition:

1. Equal probability of following each link from any given

node: ∀i, j : Pr(i→ j|click) =


1/kout(i) wij > 0

0 otherwise;

2. Equal probability of teleporting to each of the nodes:P
i Pr(i y j|jump) = 1/N .

3. Equal probability of teleporting from each of the nodes:P
j Pr(i y j|jump) = 1/N ;

We can now compare the traffic predicted by the PageR-
ank model on the host graph with the actual traffic flow
generated by our sample of users, and captured by the in-
strength sin(j) for each host j. This provides indirect vali-
dation of the above assumptions.

6.1 Rank Correlations
Since the primary use of PageRank is to rank sites, we

focus on the ranking obtained by PageRank rather than on
the actual values of the PageRank vector. To compare rank-
ings of Web sites according to two criteria (e.g. PageRank
vs. actual traffic), we use the established Kendall’s τ rank
correlation coefficient [26], which is intuitively defined from
the fraction of pairs whose relative positions are concordant
in the two rankings:

τb =
4C

N(N − 1)
− 1

where C is the number of concordant pairs and the subscript
b (dropped henceforth) refers to the method of handling ties.
Values range from 1 (perfect agreement) to −1 (perfect in-
version), and τ = 0 indicates the absence of correlation. We
compute τ efficiently with Knight’s O(N logN) algorithm in
the manner implemented by Boldi et al. [8].
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Figure 9: Kendall’s τ correlations between different
rankings of the sites in the FULL (top) and HUMAN
(bottom) host graph, versus traffic rank threshold θ.

Fig. 9 plots rank correlations for subsets of θ top-traffic
hosts. Let us focus on the HUMAN host graph; we can
see the correlations from small sets of most popular sites,
all the way to the entire 4-million-host network. Let us
first consider the correlation between the ranking estimated
by PageRank (PR) and that obtained from the empirical
traffic data (sin). We see that as more low-traffic hosts
are added, the correlation increases up to almost 0.7. Low-
traffic sites dominate and are mostly tied at the bottom,
driving up the correlation. For the top sites, however, the
correlation is weak (τ < 0.2 up to a million hosts or so).
This is consistent with earlier traffic data from the Polish
Web [36]. Surprisingly, PageRank is quite a poor predictor
of traffic ranks for the most popular portion of the Web.

To tease out the factors that contribute to the low cor-
relation, we ranked the hosts according to a third, interme-
diate measure between empirical traffic and PageRank: let
us define weighted PageRank by plugging the empirical link
weights into the PageRank expression:

PRW (j) =
α

N
+ (1− α)

X
i:wij 6=0

wij
sout(i)

PRW (i).

As shown in Fig. 9, weighted PageRank is only a slightly bet-
ter predictor of traffic, and is better correlated with PageR-
ank than with traffic. This suggests that the errors in PageR-
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Figure 10: Average behavior of koutY (kout) versus
kout from the HUMAN host graph. 〈Y (kout)〉 vales
are obtained averaging Yi across nodes i grouped by
out-degree in logarithmic bins. Error bars corre-
spond to ±1 standard error on the bin averages. We
also plot the same measure for a shuffled version of
the HUMAN host graph, in which the link weights
have been randomly reassigned across all edges.

ank ranking are dominated by violations of assumptions 2
and 3 about the random teleportation model.

6.2 Non-Uniform Distributions
To better understand how the PageRank model assump-

tions affect the ranking of Web sites, we can consider each
hypothesis directly in an attempt to quantify the degree to
which it is supported by the data.

Assumption 1 is about local homogeneity of link weights.
Note that we have already seen in § 4 that link weights are
very globally heterogeneous; here we look instead at the links
from each individual node, i.e., whether surfers are equally
likely to click on any of the links from a given site. A local
heterogeneity implies that only a few links carry the biggest
proportion of the clicks. Such a heterogeneity would de-
fine specific pathways within the host graph that accumu-
late most of the total traffic. In order to assess the effect of
inhomogeneities at the local level, for each host i we calcu-
late

Yi =
X
j

„
wij

sout(i)

«2

.

The function Yi is known as the Herfindahl-Hirschman in-
dex and extensively used in economics as a standard indi-
cator of market concentration [23, 24]; it is also known as
a disparity measure in the complex networks literature [6,
4]. Yi as a function of out-degree kout(i) characterizes the
level of local heterogeneity among the links from i. If all
weights emanating from a node are of the same magnitude,
the quantity koutY (kout) scales as a constant independently
of kout, whereas this quantity grows with kout if the local
traffic is heterogeneously organized with a few links dom-
inating. Increasing deviations from the constant behavior
therefore signal local heterogeneity, where traffic from a site
is progressively focused on a small number of links, with the
remaining edges carrying just a small fraction of the clicks.
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Figure 11: Distribution of requests with empty re-
ferrer for FULL (left) and HUMAN (right) host
graphs.

The fit in Fig. 10 shows that the traffic follows the scal-
ing law koutY (kout) ∼ kλout with λ ≈ 0.8. This represents
an intermediate behavior between the two extreme cases of
perfect homogeneity (λ = 0) and heterogeneity (λ = 1 if all
traffic from a node goes through a single link). The picture
is therefore consistent with the existence of major pathways
whereby most traffic enters a site from its major incom-
ing links and leaves it through its major outgoing links (see
Fig. 2). However, such local heterogeneity is to be expected
given the broad distribution of weights (see Fig. 6). In fact,
the same scaling behavior of koutY (kout) is observed when
shuffling the weights, as also shown in Fig. 10. This suggests
that the local link weight heterogeneity is mainly a reflec-
tion of accidental local correlations between highly diverse
weights. In this light one can interpret the observed corre-
lation between traditional and weighted PageRank (Fig. 9):
local weight diversity does not explain much of the difference
between PageRank and traffic.

Assumption 2 is about homogeneity of teleportation
destinations, that is, whether all sites are equally likely to
be the starting points of surfing paths. For each host i we
denote by s0(i) the number of jumps to i, i.e. the number
of requests that have i as the target and an empty referrer.
This is a direct measure for the probability that a site is a
starting point for surfing. Fig. 11 plots the distributions of
s0, showing a very broad power law distribution with ex-
ponent between 1.6 (for the FULL host graph) and 1.8 (for
the HUMAN host graph). The exponent below 2 implies
that both the variance and the mean of the distribution di-
verge in the limit of large graphs, and are bounded only
by the finite size of the data. This result violates PageR-
ank’s homogeneous teleportation assumption, which would
manifest itself in a narrow distribution, and helps to explain
PageRank’s low correlation with traffic. Intuitively, people
are much more likely to jump to a few very popular sites
than to the great majority of other sites.

Assumption 3 is about homogeneity of teleportation
sources, that is, whether all sites are equally likely to be
end-points for sequences of surfing clicks and jumping points
to new paths. For each host i, sin(i) is the number of ar-
rivals into i (requests having i as the target) and sout(i) is
the number of departures from i (requests having i as re-
ferrer). The strength differential sin(i) − sout(i) is not the
same as the number of paths that have terminated at i,
because multiple paths can start from i, for instance when
users hit the back button or follow multiple links in dif-
ferent browser tabs; cached pages do not generate new re-
quests. For this reason the very nature of traffic data does
not allow us to validate assumption 3 directly. However, we
can use sout(i)/sin(i) to measure the likelihood that traffic
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Figure 12: Distribution of the ratio of outgoing
to incoming strength for FULL and HUMAN host
graphs. The traffic ratio is very large for popular
hubs from which users follow many links. A power
law trend with exponent 2 is included as a guide to
the eye.

into i leaves i by clicking on links from i. Note that this
“hubness” measure is not a probability; in fact we can have
sout(i)/sin(i)� 1 due to multiple traffic paths from i. Yet,
the larger sout(i)/sin(i), the more i is likely to be a starting
hub, and the less it is likely to be a teleportation source (or
surfing sink). Fig. 12 plots the distributions of sout/sin. We
observe a very broad distribution, with an initial plateau in
the regime where sout < sin followed by a power law decay
for sout > sin. The central peak corresponds to sites where
traffic is conserved (sout = sin). While this result is not a
direct check on the validity of assumption 3, it shows that
people follow many more links from a few very popular hubs
than from the great majority of less popular sites, helping to
further explain the low correlation between PageRank and
traffic rankings. The two clearly demarcated regimes lead
us to speculate on the possibility of using the sout/sin ratio
as a topology-independent criterion to identify hubs.

6.3 Discussion
Having found that such a large fraction of traffic is driven

by teleportation —starting for example from bookmarks or
default home pages— rather than hyperlinks, and that this
process is not captured well by uniform random jumps, an
important question is how to better model teleportation.
What are the preferred starting points of our navigation?
The analyses in § 6.2 tell us that strong preferences exist
leading to scale-free distributions, but do not say anything
about what the preferences are.

A first step toward this inquiry is to see if the probability
of starting from a site is correlated with the probability of
arriving to the same site through navigation. Fig. 13 shows
that indeed there is a very strong correlation between traffic
to a site through navigation (sin − s0) and traffic to the
same site from the empty referrer (s0). The two are almost
linearly related (see fit in Fig. 13). Therefore, the pages
from which people start their browsing tend to be the same
as those where they are likely to end up — there is a single
notion of popularity.



100 102 104 106 108

sin- s0

100

102

104

106

108
s 0

Human
s0 ~ (sin - s0)

0.9

Figure 13: Correlation plot between traffic from
empty referrer and traffic from navigation in the
HUMAN host graph. For better visualization, we
average s0 values within logarithmic bins in the
sin − s0 axis. Error bars correspond to ±1 standard
error on the bin averages.

7. CONCLUSIONS
In this paper we have reported on our first analysis of the

host graph constructed from a large collection of Web clicks.
Our data set provides the most accurate picture to date of
human browsing behavior and the largest-scale monitoring
effort to date in terms of size of user sample, temporal du-
ration, and amount of Web traffic captured. The data re-
veals that the dynamic network of Web traffic is even more
heterogeneous than the static link graph previously stud-
ied through crawl data. Not only in-degree and out-degree,
but also site-level incoming and outgoing traffic, as well as
link traffic, exhibit scale-free distributions with remarkably
broad tails.

The analysis reveals a few surprises. First, much more
of the traffic than anticipated (more than half of human
requests) is generated not from clicking on links, but from
bookmarks, default pages, or direct typing of Web addresses.
Second, search engines direct a surprisingly small fraction of
traffic (less than 5% of human requests). However, they lead
to a larger fraction of the sites visited. Third, the tempo-
ral traffic patterns are more predictable than we expected;
much less surprising are the very strong cyclic regularities
exhibited on daily and weekly bases. The latter findings
may have implications for the design of improved proxy and
browser caching techniques.

The traffic data has also allowed us to validate PageRank
as a model of Web navigation, along with its random walk
and random teleportation assumptions. PageRank ranks
sites very differently than actual human traffic, especially
for the most important hosts. This finding is interpreted in
light of our empirical analysis, showing how each of the ran-
dom behavior assumptions underlying PageRank is violated:
not all links from a site are followed equally, but even more
importantly, some sites are much more likely than others to
be the starting or ending points of surfing sessions. From an
application perspective, this suggests that Web traffic data
available to an Internet Service Provider (or Autonomous

System) could be used to induce a ranking measure over all
sites to better reflect their relative importance according to
the dynamic behavior of the population of Web users [34].
Search engines could form partnerships with ISPs to explore
the potential benefit of integrating traffic data into ranking
algorithms. Alternatively, one could consider variations of
PageRank in which the teleportation process is modeled ac-
cording to the empirical traffic data. However, such steps
are likely to amplify the search bias toward already popular
sites [21].

Aside from the limitations of our data source discussed in
§ 3, an important bias emerged from our analysis, namely
how user traffic samples the Web graph. We have shown
that the bias exists and is likely to be strong, although fur-
ther work is needed to better understand its nature. One
consequence is that the topological portion of the traffic-
induced host network cannot be directly compared with the
link graphs obtained from Web crawlers, which have differ-
ent types of bias [22, 32]. The bias also affects the measure
of how traffic scales with in-degree, and the comparison of
such measure with earlier work based on crawler data.

While search traffic could not be separated from surf traf-
fic in the data collected from sources such as Alexa, this is
possible with our data. However, at present the small per-
centage of search traffic precludes a meaningful analysis. We
are in the process of collecting more data and will in the fu-
ture use it to study the possible biases of search in directing
user traffic. To this end, we will also need to collect informa-
tion about search queries from HTTP requests, enabling us
to dissect the roles of query generality, search engine rank-
ing algorithms, and user interface issues in shaping search
traffic [21]. The study of search bias, which is also critical
for Web growth modeling [20], provides further motivation
to better understand link sampling bias.

Finally, we plan to extend our analysis from the host graph
to the page graph. The increased resolution may be key for
a better insight into user browsing behavior, topology-based
ranking algorithms, the role of search in Web navigation,
and Web evolution modeling.
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